
Glossary of Regression Concepts
multiple coefficient of determination (R2)  The percentage of variation in the dependent variable explained by the independent variables in the regression model.


adjusted R2 (R2)  A measure of the percentage of explained variation in the dependent variable that takes into account the relationship between the number of cases and the number of independent variables in the regression model.  Whereas R2 will always increase when an independent variable is added, adjusted R2 (R2) will decrease if the added variable does not reduce the unexplained variation enough to offset the loss of degrees of freedom.

correlation matrix  A table showing the pairwise correlations between all variables (dependent and independent).

dummy variables  Variables in a regression model that have two categories, valued zero and 1.  If a qualitative variable has r multiple categories, r – 1 dummy variables are formed to represent the qualitative variable in the analysis.

multicollinearity  Correlation among the independent variables.  Usually the term is used when the intercorrelation is high.

multiple regression model  A regression model having two or more independent variables with a regression equation of the form


Y = o + 1X1 + 2X2 + 3X3 + . . . + KXK + e
regression plan  The multiple regression equivalent of the simple regression line.  the plane has a different slope for each independent variable.

standard error of the estimate  The square root of the mean square residual in the analysis of variance table for a regression model.  The standard error measures the dispersion of the actual values of the dependent variable around the fitted regression plane.  It is measured as the standard deviation of the values of the dependent variable around its mean.

Source:  Groebner & Shannon.  Business Statistics.
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